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Introduction
The following milestone completion document applies to Subproject 2.1 – Remote 
Directories subproject within the OpenSFS Lustre Development contract SFS-DEV-
001 signed 7/30/2011.

Subproject Description
Per the contract, DNE 1: Remote Directories is described as follows: 

This subproject distributes the Lustre namespace over multiple 
metadata targets (MDTs) under administrative control using a Lustre-
specific mkdir command. Whereas normal users are only able to create 
child directories and files on the same MDT as the parent directory, 
administrators can use this command to create a directory on a different
MDT. The contents of any directory remain limited to a single MDT. 
Rename and hardlink operations between files and directories on 
different MDTs return EXDEV, forcing applications and utilities to treat 
them as if they are on different file systems. This limits the complexity 
of the implementation of this subproject while delivering capacity and 
performance scaling benefits for the entire namespace in aggregate.

Metadata update operations that span multiple MDTs are sequenced and
synchronized to create and/or increment the link count on a MDT object 
before it is referenced by the remote directory entry and to update the 
remote directory entry before decrementing the link count and/or 
destroying the MDT object it referenced. Although this may result in an 
orphan MDT object under some failure conditions, it ensures that the 
Lustre namespace remains intact under any and all failure scenarios. All 
the other metadata operations avoid synchronous I/O and execute with 
full performance.

This project includes the implementation of OST FIDs (File Identifiers). 
These are required to overcome a limitation in the current 2.x Lustre 
protocol that would otherwise prevent a single file system from having 
more than 8 MDTs. Addressing this technical debt in the first subproject 
of DNE avoids protocol compatibility issues that would arise if this 
feature were implemented after Remote Directories were used in 
production.

Milestone Completion Criteria
Per the contract, three Implementation milestones have been defined by Intel. 
This document is concerned with completing the third Implementation milestone 
which is agreed as: 

Performance and scaling testing will be run on available testing 
resources. The Lustre Manual will be updated to include DNE 
Documentation.



These requirements are demonstrated below.

Performance of DNE code on OpenSFS Cluster
Performance tests were run with the 'mdsrate' MPI program on 24 clients on the 
OpenSFS Functional Test Cluster. Each client has 8 mount points giving a total of 
192 threads to drive load to the file system. Each thread operates on 20K files for 
a given test resulting in a total test load of 3840K files per run. Each test run was 
completed once. The OpenSFS Cluster hardware is described in Appendix A.

Performance measurements on 2012-12-17

The performance of create unlink and mkdir on the current Master branch is 
significantly below the level of Lustre 2.3. DNE code has not yet been landed to 
Master so it is not responsible for this regression. The performance of the DNE-
enabled code is comparable to the current Master branch.

After further investigation into the regression, it appears to be caused by quota 
accounting (LU-2442), which is now enabled by default in 2.4, but not in Lustre 2.3
or earlier. The quota code serializes the metadata operations, which defeats the 
SMP scaling introduced in 2.3. DNE scaling will be re-tested with quota disabled as
part of the next DNE milestone.

Figure 1: Performance test on OpenSFS Funcational Test Cluster from 
2012-12-17
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Performance measurements on 2012-12-20

Results from ongoing analysis are shown in the figure above. These results 
indicate illustrate that after an initial analysis, fixed build of Master and DNE are 
able to be rapidly tested and results made available. Performance overall for 
Master and DNE is improved compared with results from 2012-12-17. Work 
continues on the analysis of the performance differences which suggest a 
significant regression.

Scaling of DNE code on OpenSFS Cluster
Scaling test were performed on 2012-12-17 using Master and DNE code from the 
same date. This code displays poor performance compared to code tested on 
2012-12-20, shown on Figure 2.

Four tests of typical operations have been completed. These include:

• create

• stat

• unlink

• mknod

Scale tests were run with the 'mdsrate' MPI program on 24 clients on the OpenSFS
Functional Test Cluster. Each client has 8 mount points giving a total of 192 
threads to drive load to the file system. Each thread operates on 20K files for a 
given test resulting in a total test load of 3840K files per run. Each test run was 

Figure 2: Performance tests on OpenSFS Functional Test Cluster from 
2012-12-20.
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completed once. The OpenSFS Cluster hardware is described in Appendix A. In all 
cases: projected values are estimated as a linear extrapolation from the best 
performing MDS/MDT configuration.

create scaling

Projected values are calculated by making a linear projection from the best 
performing configuration. In the case of 'create' 4(MDS/MDT) perform best.
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stat scaling

Projected values are calculated by making a linear projection from the best 
performing configuration. In the case of 'stat', 1(MDS/MDT) performs best.

unlink scaling

Projected values are calculated by making a linear projection from the best 
performing configuration. In the case of 'unlink' 4(MDS/MDT) perform best.
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mknod scaling

Projected values are calculated by making a linear projection from the best 
performing configuration. In the case of 'mknod' 4(MDS/MDT) perform best.

In the case of the stat operation, the scaling between 1 and 2 MDTs increases 
linearly. An initial analysis suggests that the client load may reach a maximum at 
~350K stat/second and be unable to drive the higher order availability. Further 
performance testing, analysis and improvements will be performed as part of the 
next milestone.

Create, unlink and mknod illustrate that a single MDT under load performs worse 
than two MDTs under the same load. An initial analysis suggests that as MDTs are 
added additional memory and disk cache become available with the new MDS 
nodes. As the load is constant, fewer inodes per MDS are handled.

Update Lustre Manual
The Lustre manual update is currently in review at:

http://review.whamcloud.com/4773

It includes the following topics:

• add an MDT.

• remove an MDT.

• upgrade to multiple MDT configurations.

1(MDS/MDT) 2(MDS/MDT) 3(MDS/MDT) 4(MDS/MDT)
0

10000

20000

30000

40000

50000

60000

70000

80000

mknod scaling with MDSs

mkdir (projected)

mkdir (measured)

o
p

e
ra

ti
o

n
s/

se
c

o
n

d

http://review.whamcloud.com/4773


• designing active-active MDS configurations.

• warns against having chained remote directories.

The changes from a snapshot of the Manual on 2012-12-17 are presented in 
Appendix B, below.

Conclusion
Measurements performed on 2012-12-17 indicated Master branch exhibited a 
performance regression compared to Lustre 2.3, DNE performance on 2012-12-17 
was found to be on-par with Master performance on the same date. An initial 
analysis was conducted. New builds of both Master and DNE were prepared. On 
2012-12-20, performance of Master and DNE were repeated. These results show 
performance of Master and DNE has significantly improved but some 
measurements (stat, unlink) remain behind 2.3. Once the performance regression 
in Master is understood and resolved, the DNE performance will be re-tested 
against the improved Master performance. 

The stat operation scales well between one and two MDTs but does not continue 
to show linear performance scaling up to four MDTs (the only other measurement.)
More investigation will be performed for the next milestone, including testing with 
three MDTs.

Implementation phase 3 has been completed according to the agreed criteria. 



Appendix A: OpenSFS Functional Test Cluster 
configuration and specification

MDS server

• (2) Intel E5620 2.4GHz Westmere (Total 8 Cores)

• (1) 64GB DDRIII 1333MHz ECC/REG - (8x8GB Modules Installed) * (1) On 
Board Dual 10/100/1000T Ports

• (1) 500GB SATA Enterprises 24x7

• (1) 40GB SSD OCZ SATA

• (8) Hot Swap Drive Bays for SATA/SAS

• (6) PCi-e Slots 8X

• (3) QDR 40GB QSFP to QSFP iB Cables

• (3) Mellanox QDR 40GB QSFP Single Port

each pair of MDS are sharing one storage as below

• (1) Intel E5620 2.4GHz Westmere (Total 4 Cores)

• (1) 12GB DDRIII 1333MHz ECC/REG - (3x4GB Modules Installed)

• (1) On Board Dual 10/100/1000T Ports

• (1) On Board IPMI 2.0 Via 3rd. Lan

• (6) PCi-e Slots 8X

• (2) Mellanox QDR 40GB QSFP Single Port (Connected to MDS Server) * (1) 
LSI/3Ware 9750SA-4i with BBU installed (raid 0/1/5/6...)

• (1) SM826E16-R920LPB 12 Bays 2U Case with Dual 920W PS,

• (10) 2TB Enterprises HDDs. 24x7 SATA II

• (2) 120GB SSD (Raid 1)

The MDT are configured with external journal from a local SSD with size = 7GB

OSS server

• (2) Intel E5620 2.4GHz Westmere (Total 8 Cores)

• (2) Copper Base CP0217 CPU Cooler 1U with Heat Pipe

• (1) 64GB DDRIII 1333MHz ECC/REG - (8x8GB Modules Installed) * (1) On 
Board Dual 10/100/1000T Ports

• (1) On Board VGA



• (1) On Board IPMI 2.0 Via 3rd. Lan

• (1) 500GB SATA Enterprises 24x7

• (1) 40GB SSD OCZ SATA

• (8) Hot Swap Drive Bays for SATA/SAS

• (6) PCi-e Slots 8X

• (3) QDR 40GB QSFP to QSFP iB Cables

• (3) Mellanox QDR 40GB QSFP Single Port

each pair of OSS are sharing one storage as below

• (1) Intel E5620 2.4GHz Westmere (Total 4 Cores)

• (1) Copper Base CP0217 CPU Cooler 1U with Heat Pipe

• (1) 12GB DDRIII 1333MHz ECC/REG - (3x4GB Modules Installed)

• (1) On Board Dual 10/100/1000T Ports

• (6) PCi-e Slots 8X

• (2) Mellanox QDR 40GB QSFP Single Port (Connected to OSS Server) * (1) 
LSI/3Ware 9750SA-4i with BBU installed (raid 0/1/5/6...)

• (1) SM846E16-R1200B 24 Bays 4U Case with Dual 1200W PS,

• (20) 2TB Enterprises HDDs. 24x7 SATA II (2 x 8+2 Raid 6)

• (4) 120GB SSD (Raid 1, 2+2)

ALL OS version are Rhel 6.3/x86_64

DNE: http://review.whamcloud.com/4414

Master: http://review.whamcloud.com/4614

Test CMD: 

/usr/lib64/openmpi/bin/mpirun -mca plm_ssh_agent rsh -np 192 -machinefile 
/home/minh.diep/bin/machinefile /home/minh.diep/bin/mdsrate --create|stat|
unlink|mknod --mdtcount ## --mntcount 8 --mntfmt='/mnt/lustre%d' 
--dirfmt='dnedir%d' --nfiles 20000 --ndirs 192 --filefmt 'g%%d'

http://review.whamcloud.com/4614
http://review.whamcloud.com/4414


Appendix B: Lustre Manual changes for DNE as of 
2012-12-17

The up-to-date changes for DNE are available at:

http://review.whamcloud.com/4773

http://review.whamcloud.com/4773



























